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Problem 1

a)

Let Pij(h) = P
(

X(t+ h) = j |X(t) = i
)

. Then

P13(h) = P
(

repair finished in (t, t+ h]
)

= µh+ o(h).

Pi3(h) = o(h), i = 0, 2, 3.

P02(h) = P13(h) = µh+ o(h).

P32(h) = P
(

one of three components fail during (t, t+ h]
)

=

(

3

1

)

(λh+ o(h))(1− λh+ o(h))2 = 3λh+ o(h).

Pi2(h) = o(h), i = 1, 2.

P21(h) = P
(

replace component during (t, t+ h]
)

= γh+ o(h).

This follows since the time interval until replacement is finished is exponentially distributed
with parameter γ.

Pi1(h) = o(h), i = 0, 1, 3.

P10(h) = P32(h) = 3λh+ o(h).

Pi0(h) = o(h), i = 0, 2, 3.

The transition rates:

qij = lim
h→0

Pij(h)

h

From the relations above it then follows that,

q13 = q02 = µ

q32 = q10 = 3λ
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q21 = γ

This gives the communication diagramme shown in the figure.

b)

From the relation
∑

j qij = vi, it is obtained that,

∑

j

q0j = q02 = µ = v0

∑

j

q1j = q10 + q13 = 3λ+ µ = v1

∑

j

q2j = q21 = γ = v2

∑

j

q3j = q32 = 3λ = v3

This gives the equilibrium equations for the limiting probabilities ppp =
(

p0, p1, p2, p3
)

:

µp0 = 3λp1

(3λ+ µ)p1 = γp2

γp2 = µp0 + 3λp3

3λp3 = µp1

c)

The desired probability, call it pa, can be written as

pa = P
(

X(t+ h) = 1 or 3 |X(t) = 0 or 2
)

= P
(

X(t+ h) = 1 |X(t) = 0 or 2
)

+ P
(

X(t+ h) = 3|X(t) = 0 or 2
)

= P
(

X(t+ h) = 1 |X(t) = 0 or 2
)

,

since obviously P
(

X(t+ h) = 3|X(t) = 0 or 2
)

= 0. Using that

P
(

A|B ∪ C
)

=
P
(

A ∩ (B ∪ C)
)

P
(

B ∪ C
) =

P
(

A|B
)

P (B) + P
(

A|C
)

P (C)

P (B) + P (C)
,
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we find that,

pa =
P
(

X(t+ h) = 1 |X(t) = 2
)

P
(

X(t) = 2
)

P
(

X(t) = 0
)

+ P
(

X(t) = 2
) ,

since P
(

X(t + h) = 1 |X(t) = 0
)

= 0. Putting P
(

X(t) = j
)

= pj for large t, it follows
that,

pa =
γhp2

p0 + p2
+ o(h) .

d)

It follows from the communication diagramme that this probability, call it pb, is the
same as the probability of going to 0 instead of 3 from 1. Hence

pb = P
(

0 is visited before 3 |X(0) = 3
)

=
3λ

µ+ 3λ
.

If µ ≪ λ, then pb ≈ 0, which implies that the MC moves primarily in the reduced
diagramme:

Figure 1: Reduced communication diagramme

This gives the reduced equilibrium equations:

µp1 = γp2

γp2 = 3λp3

3λp3 = µp1

p1 + p2 + p3 = 1

which leads to the following solution:

p1 =
3λγ

3λγ + 3λµ+ γµ
=

γ

µ
p2 =

3λ

µ
p3 .
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Problem 2

a)

a0 = P0 due to Poison arrivals. Assuming that a customer pays 1 per unit of time while
in service, the cost identity implies that ’average number in service (= 1 − P0) = λE[S].
Hence,

a0 = P0 = 1− λE[S]

where a0 = proportion of customers finding the system empty; P0 = proportion of time the
system is empty; λ = arrival rate.

b)

E[S] = E[S | 1. customer of busy period]P [1. customer of busy period]

+E[S | other than 1. customer of busy period]P [other than 1. customer of busy period].

= E[S1] a0 + E[S2] (1− a0)

c)
The relation

P0 =
E[I]

E[I] + E[B]
=

1

λ
1

λ + E[B]
.

gives

E[B] =
1− P0

λP0

=
E[S]

1− λE[S]

From points a) and b) we find that

E[S] = (1− λE[S])E[S1] + λE[S]E[S2] ,

which provides the equality,

E[S] =
E[S1]

1 + λE[S1]− λE[S2]

Substituting into the expression for E[B], it is obtained that

E[B] =
E[S1]

1− λE[S2]
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Problem 3

a)

From the equation

P (B(t) ≥ a) = P (B(t) ≥ a|Ta ≤ t)P (Ta ≤ t) + P (B(t) ≥ a|Ta > t)P (Ta > t) ,

it is obtained that

P (B(t) ≥ a) = P (B(t) ≥ a|Ta ≤ t)P (Ta ≤ t) ,

since clearly P (B(t) ≥ a|Ta > t) = 0 (Ta > t implies B(t) < a).
It is observed that Ta ≤ t (t > 0) implies that B(s) = a for some s ∈ (0, t) (with prob.

1). Due to symmetry, it follows that P (B(t) ≥ a|Ta ≤ t) = P (B(t) ≤ a|Ta ≤ t) = 1/2.
This gives P (Ta ≤ t) = 2P (B(t) ≥ a). Since B(t) ∼ N(0, t), it follows that the CDF
FTa

(t) = P (Ta ≤ t) is given as,

FTa
(t) = 2P (B(t) ≥ a) = 2P

(B(t)√
t

≥ a√
t

)

= 2
(

1− Φ
( a√

t

)

,

for t > 0, while FTa
(t) = 0 for t ≤ 0.

b)

Let B̂t = max0<s≤t{B(s)}. Then {B̂t < a} = {Ta > t}.
Hence, it is obtained that

P (B̂t ≤ a) = P (B̂t < a) = P (Ta > t) = 1−P (Ta ≤ t) = 1−2
(

1−Φ
( a√

t

))

= 2Φ
( a√

t

)

−1 .

The first equality follows since B(t) is continuous (w.p. 1).

c)

P (Ta < ∞) = lim
t→∞

P (Ta ≤ t) = 2
(

1− lim
t→∞

Φ
( a√

t

))

= 2
(

1− Φ(0)
)

= 2 · 1
2
= 1 .

E[Ta] =

∫ ∞

0

tfTa
(t) dt ,

where (for t > 0),

fTa
(t) =

dFTa
(t)

dt
= 2

(

1− d

dt
Φ
( a√

t

))

= 2φ
( a√

t

) a

2t3/2
= φ

( a√
t

) a

t3/2
.

Hence, it follows that,

E[Ta] = a

∫ ∞

0

φ
( a√

t

) dt√
t
≥ a

∫ ∞

1

φ
( a√

t

) dt√
t
≥ aφ(a)

∫ ∞

1

dt√
t
= aφ(a)

∣

∣

∣

∞

1

2
√
t = ∞ .
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