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Exercise 1.1
a)
Let S(c) = E[(Y — ¢)?]. Then
S(c) = B(Y?) —2cE(Y) + ¢

This gives
ds
— =-2E(Y)+2c=0
7 (Y) +2c

for ¢ = E(Y), which leads to a global minimum since % =2 >0 for all c.

b)
E[(Y - f(X))*X] = E[(Y - E(Y|X)+E(Y|X) - f(X))*|X] =

E[(Y - E(Y[X))*|X] + 2B[(Y - E(Y|X))(E(Y]X) — f(X))|X] + E[(E(Y|X) - f(X))*|X]

E[(Y - E(Y[X))’|X] + 2(E(Y|X) - f(X))E[(Y - BE(Y|X))|X] + E[(E(Y|X) — f(X))*|X]

E[(Y - E(Y|X))*1X] + E[(B(Y|X)~- f(X))*X] > E[(Y - E(Y|X))?|X]

because E(Y|X) is a function of X and E(¢(X)Y|X) = ¢(X)E(Y|X) for any function g

such that E(g(X)Y) exists.
It follows that ) )
E((Y - EY]X))"|X] < E[(Y - f(X))"|X]

for any function f. Hence E[(Y — f(X))2\X] is minimized when f(X) = E(Y|X).
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)
Since
E[(Y-E(Y|X))*) = B(E[(Y-E(Y|X))*|X]) < B(E[(Y - (X))*|X]) = E[(Y - /(X))’]

it follows immediately that the random variable f(X) that minimizes E[(Y — f(X ))2] is
fF(X) = E(Y]|X).

Exercise 1.2

a)

Let X = (X1, Xo,..., Xp). Then

E[(Xns1 — £(X))?|X] = B[(Xns1 — B(Xn1]X) + B(Xp1|X) — f(X))*]X] =
E[(Xna1 — B(Xn1)X))*|X] 4 2B](Xn 1 — BE(Xni1|X)) (B(Xnga] X) — £(X))|X]
+ E[(E(Xn0n|X) - £(X))?|X] =

E[(Xn—l—l E( n+1|X))2|X] + 2(E(Xn—i-1|X) - f(X))E[(Xn+1 - E(Xn+1|X))’X]

+ E[(B(Xn1]X) — £(X))?|X] =

E[(Xns1 — B(Xn1]X))*|X] + B[(E(Xn41|X) — F(X))*|X] > E[(Xn11 — E(Xni1]X))?[X]

because F(X,,4+1|X) is a function of X and E(g(X)X,+1|X) = g(X)E(X,4+1|X) for any
function g such that F(g(X)X,41) exists.
It follows that

E[(Xn1 — B(Xn1]X))*|X] < E[(Xap1 — £(0)*]X]
for any function f. Hence E[(Xn+1—E(Xn+1|X))2|X] is minimized when f(X) = E(Xp4+1]X).
b)
Since

E[(Xn41 — E(XnH\X))Q] = E(B[(Xnt1 - E(X”+1|X))2|X])

< B(B[(Xap1 — F(X))’1X]) = E[(Xus1 — £(X))?
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it follows immediately that the random variable f(X) that minimizes E[(X,11 — f(X))Q]
is again f(X) = E(X,41|X).
c)

By b) the minimum mean-squared error predictor of X,,4+1 in terms of X = (X1, Xo,..., X,)
when X; ~ IID(u,0?) is
E(Xp1|X) = E(Xpq1) = p

d)

Suppose that Y ;" ; @; X; is an unbiased estimator for g, that is, Y ;- ; @; = 1. Then

Za,X —p)? Za,X ~X)?+2E]( ZazX ~X)(X—p)|+E[(X—p)?] > E[(X—p)?

since the second term is zero: E[(Y0, a,X X) (Y p)) =Cov(3X1 i Xi — X, X) =
COU(Z 104qu21 1 n Xi) — COU(Zz 1n uzz 1n Xi) = Z?:l %02 - Zzn 1 nl20, =0.

)

Again, suppose that Y ;" ; @;X; is an unbiased estimator for p, that is, > ;" o = 1.
Then

Xyt — Z @i X;)?] = E[(Xns1 — X)?] + 2B[(Xps1 — X) (X — Z @ X)) + E[(X - Z @ X;)’
> E[(Xnt1 —Y)Q]

since the second term is zero: Cov(Xp41—X, X =Y | 0, X;) = —Cov(X, X)+Cov(X,> 1 | a; X;) =
0 as in d).

f)

E(Sn—i-l’Sly-nySn) = E(Sn +Xn+1’517-~- 7Sn) =5, +E(Xn+1‘S1,~- . 7Sn) =5, +un

since X, 41 is independent of Sy, ..., Sy,.
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Exercise 1.3

i)

E(X}) is independent of ¢ since the distribution of X} is independent of ¢ and F(X;) exists.
ii)

Since E[X; Xy < E[X} ,|E[X?] for all integers ¢,h, and the joint distribution of

Xtyn and Xy is independent of ¢, it follows that E[X; 1, X;] exists and is independent of ¢
for every integer h.

Combining i) and ii) it follows that X; is weakly stationary.

Exercise 1.4
a)
E(X:) = a is independent of t.

(B +co? 5 h=

0 i h =41
Cov(Xon, Xe) = beo? i h=4+2
0 ; |h] > 2

which is independent of t. That is, X is stationary.
b)

E(X;) =0 is independent of ¢.

Cov (Xt+h, Xt) =Cov (21 cosc(t+ h) + Zasince(t + h), Zy cos ct + Zy sin ct)

=02 (cosc(t + h) cosct + sinc(t + h)sinct) = o2 cosch

which is independent of t. That is, X; is stationary.
c)

E(X;) =0 is independent of t.
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Cov(Xi41,Xy) = o? cosc(t 4 1) sinct

which is not independent of t. That is, X; is not stationary (except in the special case when
¢ is an integer multiple of 27).

d)

E(X:) = a is independent of t.

Cov (XHh,Xt) = 252
which is independent of t. That is, X; is stationary.
e)

E(X:) = 0 is independent of t.

Cov (Xt+h, Xt) = 0% cosc(t + h) cos ct

which is not independent of t. That is, X; is not stationary (except in the special case when
¢ is an integer multiple of 27).

f)

E(X:) =0 is independent of t.

ot 7 h=0

Cov(Xpsn, Xi) = E[Xp 41 X4) = ElZiinZoyn-121Z4 1] = { 0 |h>0

which is independent of ¢. That is, X; is stationary, and it is seen that in fact X; ~

WN(0,d).

Exercise 1.5

a)

Exercise 11f September 3, 2004 Side 5



TMA4285 Tidsrekker og filterteori

The autocovariance function
1+6% ; h=0

0 ; h==%2
0

;  otherwise

0 ;  otherwise

1.64 ; h=0
vx(h)=¢ 0.8 ; h==2
0 ; otherwise

1 : h=0
px(h) =< 0488 ; h==+2
0 ;  otherwise

1 ;i h=0
px(h) =1 g ; h==%2
b) o
Let X4 = %(X1+...+X4). Then

_ . 1
Var(X4) = COU(X4,X4) =1

)

(1.64+0.8) = 0.61

CO'U(Xi,Xj)

4
= 1

4

114

=

= 1 (x(0) + 1x(2)) =

(1.64 —0.8) = 0.21

=

Var(X,) = COU(Y4,X4) = (’Yx(o) +’YX(2)) =

=

The negative lag 2 correlation in c¢) means that positive deviations of X; from zero
tend to be followed two time units later by a compensating negative deviation, resulting in
smaller variability in the sample mean than in b) (and also smaller than if the time series

X; were IID(0, 1.64) in which case Var(X4) = 0.41).
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