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Exercise 2.19

The given MA(1)-model is
Xt:thztfl; tGZ

where Z; ~ WN(0, 02).
The vector a = (ay,...,a,) of the coefficients that provide the best linear predictor
(BLP) of X,4+1 in terms of X = (X,,,..., X1) satisfies the equation

T'na=",

where the covariance matrix Iy, = Cov(X, X) and 7, = Cov(X 41, X) = (7(1),...,7(n))".
Since (0) = 202, y(1) = —02, y(h) = 0 for |h| > 1, it follows that

21 00 0 00

1 2 1 0 0 0
r 9 01 1 0 0 0
n=20

00 0O0 ... 1 21

00 0O0 ... 01 2

and vy, = 02(—1,0,...,0)". It can be shown, e.g. by induction, that the equations to be
solved can be rewritten as follows

210 0 0 0 Zl _}
0320 0o 0 . .
00 4 3 0 0 3
] ay — 1
00 0O n (n—1) " (—1yn-1
0000 1 2 n-l
an 0
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The solution is found to be given as follows

n+1-—7
(Y
aj = (-1) nt1
Hence it is obtained that
n .
n+1—j
PpXni1 = E (_1)jn7_|_1Xn+l—j

=1

The mean square error is

1
E[(Xnt1 = PuXp41)?] = 7(0) — 'y = 20° + a10% = o (1 + n 1)

Exercise 2.20

We have to prove that

Cov(Xy, — Xn, X;) = E[(X,, — X,)X;] =0

for j =1,...,n—1. This follows from equations (2.5.5) for suitable values of n and h with
ap = 0 (since we may assume that E[X,,] = 0). This clearly implies that

E[(Xn - Xn)(Xk - Xk)] =0

for k=1,...,n—1, since X}, is a linear combination of Xy,..., X§_1.

Exercise 2.21

In this exercise we shall determine the best linear predictor (BLP) P(X3|W,) wrt three
different vector variables W, a = a, b, c. Let I'y, = Cov(W,, W) and 7, = Cov(X3, W,,).
The given MA(1)-model is

X, =2+ 60Z1; tel
where Z; ~ WN(0, 02).
a)
In this case we have W, = (W1, Ws) = (X3, X;)'. Hence

oo 1+6* 0
F““’( 6 1+062
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and 7, = Cov(X3, Wy) = (v(1),7(2))" = ¢%(0,0). The equation I'y(az,az) = v,, or
(1+6%ay + 0ag =0

Ba; + (1 +6%ay =0

has the solution

. ba + 6?) e — —6?
T+ 022 -2 2T+ —0?
We obtain the BLP
0
P(X5|X3, X1) = EY O (1+6*) Xy - 0X1)

The mean square error

E[(X3 — P(X3| X2, X1))?] = Var(X3) — (a1, a2)ye = 02(1 + 6?) — a10%0
92
=o%(1+6?) <1 - —(1 i 02)

b)

Here W, = (W1, Ws) = (X4, X5). With this choice, it follows that Iy, = Iy, and
Y = Yq- It follows immediately that the BLP is given by

P(X3| X4, X5) = (1+6%) X4 — 0X5)

L
(14 62)2 — 62

And the mean square error is the same as in a)

92
E[(X3 — P(X3|X4, X5))%] = 0*(1 + 6%) (1 - (1+92)2—92>

Now, Wy, = (Wq, Wy, W, W4)/ = (XQ, X1,X4,X5)/. It then follows that

r, 0
_ 2 a
I'o=o0 <(—) Fa)

where 0 denotes a 2 x 2 zero-matrix. Also, 7. = (74, 7,)'. Hence, it follows that the solution

to the equation I'c(ay,...,a4) = 7. is given by ag = a1 and a4 = ag, where a1 and ag are
as given in a) or b). The BLP is therefore
0

P(X3] X2, X1, X4, X5) = 1+ 6%)[Xa + X4] — 0[X1 + X5])

e g
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with mean square error

E[(X3 — P(X3| X2, X1, X4, X5))?] = Var(X3) — (a1, az, a3, as)ye = 0*(1 + 6%) — 2a15°60
202
2 2
=214+ (1 - ———
o+ )< (1+92)2—92>

d)

See above.

Exercise 2.22

We shall determine the best linear predictor (BLP) P(X3|W,) wrt three different vector
variables W, o = a,b,c. Let T, = Cov(W,, W) and v, = Cov(X3, W,).
The given causal (stationary) AR(1)-model is

Xi=0X4 1+ 2y, telZ
where Z; ~ WN(0,0?). Causality implies that |¢| < 1. Hence, the ACVF ~(h) = 0?(1 —
¢*) "1 ol".
a)

In this case we have W, = (W, Ws) = (X5, X;)". Hence

_02 1 ¢
“‘1—w<¢1>

and v, = Cov(X3, W,) = (v(1),7(2)) = %(cﬁ, ¢?)". The equation I's(a1,a2) = va, or
a; + ¢az = ¢

par + ay = ¢
has the solution
a]; = (Z) as = 0
We obtain the BLP
P(X3]| X2, X1) = ¢ Xo
The mean square error
o2 o2¢? B

E[(X3 — P(X3|X27X1))2] = Var(X3) — (a1,a2)7a = 1— ¢2 1 2 =0’
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b)

Here W, = (W1, Ws) = (X4, X5). With this choice, it follows that Ty, = Ty, and
Y = Yq- It follows immediately that the BLP is given by

P(X3]| Xy, X5) = ¢ X4
And the mean square error is
o2 o2 B

B[(X3 — P(X3]X4, X5))?] = Var(X3) — (a1, a2) = -2 1-42 o

Now, W, = (Wy, Wy, W3, W4)I = (XQ,Xl,X4,X5)/. It then follows that

1 ¢ ¢ ¢

ro_ 0_2 ¢ 1 ¢3 (;54
CT1-¢? | ¢® ¥ 1 ¢
¢* ot o 1

where v. = (v,,7,)"- Hence, the following set of equations is obtained

a1 + ¢as + ¢az + ¢Pas = ¢
pay + az + ¢°as + ¢'ay = ¢
¢*a1 + ¢ag + az + dag = ¢
a1 + ¢tag + paz + ay = ¢*

It is seen that the first two equations give ay = 0, while the last two equations give a4 = 0.
Then it is found that

a] — asg = (b
1+ ¢?
The BLP is therefore
¢
P(X3| X9, X1, X4, X5) = X X
(X3] X2, X1, X4, X5) 1+¢2[ 2 + X4

with mean square error
o? o2 20?

21 _ _
B[(X3 — P(X3]| X2, X1, X4, X5))°] = Var(X3) — (a1, a2, a3, aq)ye = @ 1-@1+8

d)

See above.
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