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Exercise 2.18

Given the MA(1) process
X =24 —07Z4

where |0] < 1, and Z; ~ WN(0,0?). Represented as an AR(cc) process, it assumes the
form

Zi =X +0X, 1 +0°Xi o+ ...
Setting ¢ = n 4 1 in the last equation and applying P, to each side, leads to the result

()
Pan-‘rl = ZHan+1—j = _HZn
j=1

Prediction error = X,, 1 — ann-H = Zp+1- Hence, MSE = E[Z721+1] =0’

Exercise 2.19

The given MA(1)-model is
Xi =2y —Zy_1; teZ

where Z; ~ WN(0, 02).
The vector a = (ay,...,ay) of the coefficients that provide the best linear predictor
(BLP) of X,,4+1 in terms of X = (X,,,..., X1)’ satisfies the equation

I'ha =

where the covariance matrix I';, = Cov(X, X) and v, = Cov(X, 41, X) = (y(1),...,v(n))".
Since (0) = 202, y(1) = —0?, y(h) = 0 for |h| > 1, it follows that
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and v, = 02(—1,0,...,0)". It can be shown, e.g. by induction, that the equations to be
solved can be rewritten as follows

2100 ...0 0 Zl _}
0320 ..0 0 . 1
0043 ...0 0 3
_ a4 — 1
0000 ... n (n-1) ) ne1
0000 12 tn—1 (=1)
a 0
The solution is found to be given as follows
n+1—7
(Tt
aj =(-1) nt1
Hence it is obtained that
n .
n+1—j
P = 30

J=1

The mean square error is

1
El(Xut1 = PaXos1)) =7(0) — a9 = 20° + a1 = (14 —)

Exercise 2.20

We have to prove that
Cov(X, — X, X;) = E[(X,, — X,)X;] =0

for j =1,...,n— 1. This follows from equations (2.5.5) for suitable values of n and h with
ap = 0 (since we may assume that E[X,] = 0). This clearly implies that

E[(X, — X)(Xk — X1)] = 0

for k=1,...,n—1, since X}, is a linear combination of Xy,..., X;_1.
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Exercise 2.21

In this exercise we shall determine the best linear predictor (BLP) P(X3|W,) wrt three
different vector variables W, o = a,b,c. Let 'y, = Cov(W,, W) and v, = Cov(X3, W).
The given MA(1)-model is

Xi=7Z:+0Z; 1, teZ
where Z; ~ WN(0, 02).
a)

In this case we have W, = (W7, W) = (X3, X;)'. Hence

oo 1+6% 9
F““’( 0 1462

and 7, = Cov(X3, W) = (7(1),7(2)) = ¢2(6,0). The equation I'y(a,as)’ = 7,4, or
(1+6%ay + fag =6

far + (1 +6%)az =0

has the solution

Lo 00 +6%) - —6?
T atrezoer T (110226
We obtain the BLP
0
P(X3]| X2, X1) = RN (1+6%) X2 —0X,)

The mean square error

E[(X3 — P(X3| X2, X1))?] = Var(X3) — (a1, a2)7e = 02(1 + 6?) — a10%0
92
= 0?14 6% (1 “ATeE 92>

b)

Here Wy, = (W, Ws) = (X4, X5)’. With this choice, it follows that I, = Iy, and
Vb = Yq- It follows immediately that the BLP is given by

0

P(Xs|X0,X5) = s —go ((

1+6%) Xy — 0X5)
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And the mean square error is the same as in a)

92
E[(X35 — P(X3|X4, X5))%] = 0*(1 +6?) (1 - (1+92)2_92>

Now, W, = (Wy, Wy, W, W4)/ = (XQ, Xl,X4,X5)/. It then follows that

r, 0
_ 2 a
I'o=o0 <(—) Fa)

where 0 denotes a 2 x 2 zero-matrix. Also, 7. = (7/,7,)". Hence, it follows that the solution
to the equation T'¢(aq,...,a4) = 7 is given by ag = a1 and a4 = az, where a1 and ag are
as given in a) or b). The BLP is therefore

0

Pl X, X1, X0, X5) = g — g ((

1+ 92)[X2 -+ X4] — 9[X1 -+ X5])

with mean square error

E[(Xg — P(Xg’Xg,Xl, X4,X5))2] = VaT(Xg) — (al,ag,ag,a4)’yc = 0'2(1 -+ 92) — 2a1020

262
= 02(1 + 92) (1 — m)

d)

See above.

Exercise 2.22
We shall determine the best linear predictor (BLP) P(X3|W,) wrt three different vector
variables W, a = a,b,c. Let I'y, = Cov(W,, W) and v, = Cov(X3, W,).
The given causal (stationary) AR(1)-model is
Xy =0X4 1+ 2y, telZ

where Z; ~ WN(0,0?). Causality implies that |¢| < 1. Hence, the ACVF ~(h) = 02(1 —
)M

a)
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In this case we have W, = (W1, W) = (X5, X7)'. Hence

_ o? 1 ¢
F“‘1—¢2<¢ 1)

and 7, = Cov(Xa, Wa) = (1(1),7(2))' = 125(¢, ¢*)". The equation Iy (a1, az)’ = 7, or

a; + ¢az = ¢

oar +az = ¢2
has the solution
ay = qb ag = 0
We obtain the BLP
P(X3]| X2, X1) = ¢ Xo
The mean square error
o2 o2

T1— 1-¢?

:0’2

E[(X3 — P(X3]| X3, X1))?] = Var(X3) — (a1, a2)7a

b)

Here Wy, = (W1, Ws) = (X4, X5)'. With this choice, it follows that ', = T',, and
Vb = vYq- It follows immediately that the BLP is given by

P(X3] X4, X5) = ¢ X4
And the mean square error is

0_2 0_2¢2

T 1o 1-¢2

E[(Xs5 — P(X3|X4,X5))2] =Var(Xs) — (a1,a2)v = o2

Now, W, = (Wq, Wy, W5, Wy)" = (X9, X1, X4, X5)'. It then follows that
1 ¢ ¢ ¢
0_2 ¢ 1 ¢3 ¢4
Pe=cr"m &2 5 1
1l—¢? | ¢ ¢ ¢
|
where v. = (7,,7,). Hence, the following set of equations is obtained

a1 + das + ¢%az + ¢*ay = ¢
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par + az + ¢Paz + ¢ptay = ¢?
¢>2a1 + ¢3a2 + a3+ ¢as = @
dPar + ¢taz + gaz + ag = ¢*

It is seen that the first two equations give as = 0, while the last two equations give a4 = 0.

Then it is found that s

“=as =g

The BLP is therefore

P(X3| X2, X1, X4, X5) = ﬁ[XQ + X4)

with mean square error

E[(X3 — P(X3] X2, X1, X1, X5))%] = Var(X3) — (a1, az, a3, as)ye = o o
3 3| A2, A1, Ag, Ap = 3 1, a2, 3747(:—1_¢2 1— 21462
1442
d)
See above.
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