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Problem 1

In this problem we model the lifetime (time to first failure) of a specific type of equipment
as a random variable X ~ Exp(1/6), that is, exponentially distributed, where € is unknown
(0 < 6 < 00). The probability density function (pdf) of X: fx(z) = @exp(—0z) for x > 0; —
0 otherwise.

Suppose that n "identical” pieces of equipment are tested and the failure times zq,...,x, are
observed. These data are considered as an outcome of the random sample Xi, ..., X, which
are then iid Exp(1/6). We want to estimate the probability of early failure of this type of
equipment, that is, Py(X; <) =1 — e~ % for some fixed z.

a) Show that Exp(1/60) is an exponential family, and that 7" = Y " | X; is a complete,
sufficient estimator of 6.

SOLUTION:

The pdf of X ~ Exp(1/6) is given as (for z > 0) fx(z|0) = ™" = h(x)c(0) exp (w(8)t(z))
with h(x) = 1, ¢(f) = 0, w(f) = —0 and t(x) = x. Hence, fx(x|f) is a member of an
exponetial family.

The joint sample pdf equals fx(x|0) = [T\, fx(z;) = 0" exp(— 60>, x;). By the
Factorization Theorem it follow that 7'(X) = > | X is a sufficient statistic for 6. Since
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w(f) = —0, and the parameter set of 6 is the open, infinite interval (0, c0), the set of
values of w(f) is the open set (—o0,0). Hence, T is also a complete statistic by the
criterion for complete statistics in exponential families.

b) Show that S(X;) = 1(x,<, is an unbiased estimator of 7(6) =1 — e %" (14 denotes the
indicator function of the event A.)

Use S(X;) and T from part a) to construct a uniform minimum variance unbiased esti-
mator (UMVUE) Q* of 7(0).

SOLUTION:

EglS(X1)]=1-Pp(X1 <a)+0-P(X1>2)=Py(X; <a)=1-¢",
which makes S(X7) an unbiased estimator of 7(0).

Since S(X7) is an unbiased estimator of 7(f) and 7' is a sufficient estimator of 4, then
Q* = E[S(X1)|T] becomes an UMVUE of 7(6) by Rao-Blackwell’s theorem. Hence,
for an observed value t of T', the corresponding observed value ¢* of QQ* is given as
¢ =E[S(Xy)|T =t] = P(Xy <z|T =t).

To calculate the explicit expression for * in terms of X, ..., X,,, you may proceed as follows
(or use another method, if you prefer).

c) First show that V' = X;/T is independent of 7', and that the probability density function
of V' is given as,
fr)=m-11—-v)"2for0<v<l,

and fy (v) = 0 elsewhere.

Hint: From the two random variables X; and X, = > i—o X, (T,V) is obtained by
transformation of (X1, X5).

SOLUTION:

From the properties of X1,..., X, it follows th~at X, and )Nfg are independent and )N(Q ~
Gamma(n — 1,1/6). The joint pdf of X; and X, is then given as,

en—lyn—Z oy enyn—2

. J — I bty g 0.v>0.
F(n—l)e F(n—l)e , tor Tz > U,y

fX1X2 (r,y) = fe "

The transformation (X, X,) — (T, V) is obtained by T = X; + X, and V = X, /(X; +
X3). This leads to the following relation for the pdf of (T, V),
O™ (t — tv)"2

—0t
for t>0,0<v<1
F(n—l) e ", lor , v ,

frv(t,v) = |J|fX1X2(tv,t —tv) =t
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where the Jacobian J of the transformation is calculated to be ¢. Rewriting this gives,

entnfl

() e (n—11—-0v)"?, fort>0,0<v<1.

fTV(t7 U) =

The first factor on the right hand side is recognized as the pdf of T', which is a Gamma(n, 1/6)
variable. Since the second factor does not depend on t, it follows that 7" and V are in-
dependent random variables, and the pdf of V' is given as,

fr@)=m -1 —-v)"% for 0<v<1.

d) Prove that,

Then show that,

n—1
P(Vg%):1—(1—f) bt

=1, t<x.

*

Finally, write down the expression for Q* in terms of Xy,..., X,,.

SOLUTION:

Given that T = t, we may write

X
H&SMT:ﬂ:H?E

x
t

g%ﬁ:ﬂ:PWg%@:ﬂ:PWg ).

The last equation follows since V' is independent of T

From the expression for fy(v) it follows that Fyy(v) = P(V <wv) =1— (1 —v)"! for
0 <wv<1land Fy(v) = P(V <wv) =1 for v > 1, which leads to the desired formula

n—

1
PV <2)=1- (1 — f) for ¢ > 2 and P(V < ) =1 for t < x. The expression for

Q* is then found to be gives as,

Xz

n—1 T n—1 n
Q*:l—(l——) :1—(1—n—) for S°X; >z,
T Zi:l Xi ;

and Q*=1for Y !  X; <u.
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e)

f)

Show that the maximum likelihood estimator (MLE) Q of 7(#) based on the random
sample X1,..., X, is given as Q = 1 — exp(—z/X), where X = >"" | X;/n.

SOLUTION:

By the invariance principle for MLE, it follows that Q = T(é), where © is the MLE of
6. The log-likelihood function ¢(6|x) for 6 is given as

(0|x) = nln@—@in

i=1

The MLE 4 is found by solving the equation,

n n
0= 0L(0]x)/00 = & — >
=1

which gives the solution
n

= — .
Z?:lxi

Hence,

Q=1—exp(—na/ in) =1—exp(—z/X).

A

Verify that E[Q] > E[Q*] by using Jensen’s inequality, or any other suitable method.
What can you say about the asymptotic behaviour of @) relative to Q*7 (You may
assume that the requisite regularity conditions are satisfied.)

Jensen’s inequality: If g(-) is a strictly convex function on the value range of a non-
constant random variable T > 0, 0 < E[T] < oo, then E[g(T)] > g¢(E[T]). (Note:
g(t) = 1 —exp(—nz/t) is a strictly convex function on (0, 00).)

SOLUTION:

Invoking Jensen’s inequality for the strictly convex function ¢g(t) = 1 — exp(—nx/t) and

~

the random variable 7' = > | X;, it follows that E[Q] = E[1 — exp(—nz/T)] > 1 —

exp(—nz /B[T]). Now, E[T] = nE[X;] = n/6, which gives E[Q] > 1 — exp(—6z) = E[Q"].

~ N

From the asymptotic properties of the MLE, it follows that E[Q] — E[Q*] and Var[Q] —
Var[Q*] as n — oo, that is, () is asymptotically unbiased and efficient.
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Problem 2

Let Xi,...,X, be a random sample from the uniform distribution Unif(#,60 + 1), where 6 is
unknown. If X ~ Unif(#, 0 + 1), then the pdf fo(z]0) of X is fo(z|0) =1for 0 <z <1+40; =
0 otherwise.

a) Show that the joint pdf of X = (X3,...,X,,) can be written as,

f(x|0) =1, max(zy,...,z,) — 1 <0 <min(zy,...,2,);

=0, otherwise.

Then prove that T'(X) = (Y3, Y,,), where Y] = min(X;, ..., X,,) and ¥,, = max(X;, ..., X,,),

is a minimal sufficient statistic for 6.
What is the MLE of 67
SOLUTION:

Let fo(x|€) denote the pdf of a Unif(#, 0+1) variable. Then fy(z]0) = 1for § < x < 1486,
fo(z|0) = 0 otherwise. Hence, f(x]|0) = 1 for § < x; < 1+ 6 for every i = 1,...,n,
and f(x|#) = 0 otherwise. This gives that f(x|#) = 1 for § < min(zy,...,z,) and
max(z,...,2,) < 1+6, and f(x]|0) = 0 otherwise. Summing up:

f(x]0) =1, max(zy,...,2,) —1 <0 <min(zy,...,2,);

=0, otherwise.

To verify that T'(X) = (Y1, Y,,) is a minimal sufficient statistic, we shall verify that the
ratio f(x|0)/f(y|€) is constant as a function of § if and only if T'(x) = T'(y). It is seen that
f(x]0) and f(y|#) will both be positive if and only if min(zy,...,z,) = min(yy, ..., ys)
and max(xy,...,z,) = max(yi,...,y,). But then they are both equal to 1, so the ratio
is constant. Hence, T'(X) = (Y1,Y,) is indeed a minimal sufficient statistic for 6.

The likelihood function for 6 is given as L(f|x) = f(x|0) = 1 for max(zy,...,z,) — 1 <
0 < min(zy,...,x,), and — 0 otherwise. Therefore, any f satisfying max(zy,...,2,)—1 <
0 < min(xy, ..., x,) will serve as a maximum likelihood estimate of . Hence, any random
variable © satisfying the inequality

max(Xy,...,X,)—1< 6 < min(Xy,...,X,)
will be a MLE. One example could be

A 1
0= §(min(X1,...,Xn)+max(X1,...,Xn)—1)’

and for this choice it turns out that E[©] = 6.
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b) Show that the joint cumulative distribution function (cdf) Fy,y, (y1,yn) of Y7 and Y}, is
given (partly) as follows,

vy, Wi:9n) = (Wn —0)" = (n —1)", 0< 1 <y <146

SOLUTION:
The CDF of a Unif(#, 0 + 1) variable is given as

=0, v<¥0
Fx(x)=x—-60, 0<x<1+86
=1, x>1+86.

For 0 <y, <y, <1+6,

Fyyy, (Y1,9n) = P(Y1 <y, Yo S y) = P(Ya < yn) — P(Y1 > 41, Yo < )
PXi<Ynyo o s X <) — Pl < Xy < Wny-- oyt < Xy < Yn)

P<Xi§yn)—HP(y1<Xi§yn)

1 i=1
Yn — 9)71 - (yn - yl)n

I
=

A~ S

The following hypothesis is to be tested:

Hy:0=0
H:0>0
With a rejection region given as,
R = {x|yy = min(xy,...,x,) > kory, = max(xy,...,z,) > 1}
for a suitable constant & > 0.
c) Show that the power function 3(0) = Py(X € R) for this test can be expressed as,

BO)=1—-(1-0)"+(1—-k)", 0<k<1,
=1, 0<k<9@.
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d)

SOLUTION:

The power function is,

ﬁ(9>:P(YiZkOTYn21):1—Fy1yn(k371)
—1-(1-0)"+1—k)".

This holds for § < k < 1. Since Y; > 6, it follows that for k£ < 6, the event Y; > k is the
certain event, that is, P(Y; > k) = 1. But then also 3(0) = 1.

Find values of n and k so that a size 0.10 test will have power at least 0.8 if # > 0.2.
SOLUTION:
A size 0.10 test requires that $(0) = 0.10. This leads to the equation (1 — k)™ = 0.10.

The requirement of power at least 0.8 if # > 0.2 leads to $(0.2) > 0.8, that is 1 — (1 —
0.2)"+ (1 —k)"=1-0.8"+0.10 > 0.8. This leads to 0.8" < 0.3. The smallest integer
satisfying this inequality is n = 6. Hence, (1 — k)¢ = 0.10, which gives k = 0.32.



