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SOLUTIONS EXAM IN COURSE TMA4295 STATISTICAL INFERENCEDe
ember 7, 2009Time: 09:00�13:00Permitted aids: Tabeller og formler i statistikk, Tapir ForlagK. Rottmann: Matematisk formelsamlingCal
ulator HP30S / CITIZEN SR-270XYellow, stamped A5-sheet with your own handwritten notes.Problem 1In this problem we model the lifetime (time to �rst failure) of a spe
i�
 type of equipmentas a random variable X ∼ Exp(1/θ), that is, exponentially distributed, where θ is unknown(0 < θ < ∞). The probability density fun
tion (pdf) of X: fX(x) = θ exp(−θx) for x ≥ 0; =0 otherwise.Suppose that n �identi
al� pie
es of equipment are tested and the failure times x1, . . . , xn areobserved. These data are 
onsidered as an out
ome of the random sample X1, . . . , Xn, whi
hare then iid Exp(1/θ). We want to estimate the probability of early failure of this type ofequipment, that is, Pθ(X1 ≤ x) = 1 − e−θx, for some �xed x.a) Show that Exp(1/θ) is an exponential family, and that T =
∑n

i=1 Xi is a 
omplete,su�
ient estimator of θ.SOLUTION:The pdf ofX ∼ Exp(1/θ) is given as (for x ≥ 0) fX(x|θ) = θe−θx = h(x)c(θ) exp
(

w(θ)t(x)
)with h(x) = 1, c(θ) = θ, w(θ) = −θ and t(x) = x. Hen
e, fX(x|θ) is a member of anexponetial family.The joint sample pdf equals fX(x|θ) =

∏n

i=1 fX(xi) = θn exp
(

− θ
∑n

i=1 xi

). By theFa
torization Theorem it follow that T (X) =
∑n

i=1 Xi is a su�
ient statisti
 for θ. Sin
e
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w(θ) = −θ, and the parameter set of θ is the open, in�nite interval (0,∞), the set ofvalues of w(θ) is the open set (−∞, 0). Hen
e, T is also a 
omplete statisti
 by the
riterion for 
omplete statisti
s in exponential families.b) Show that S(X1) = 1[X1≤x] is an unbiased estimator of τ(θ) = 1 − e−θx. (1A denotes theindi
ator fun
tion of the event A.)Use S(X1) and T from part a) to 
onstru
t a uniform minimum varian
e unbiased esti-mator (UMVUE) Q∗ of τ(θ).SOLUTION:Eθ[S(X1)] = 1 · Pθ(X1 ≤ x) + 0 · Pθ(X1 > x) = Pθ(X1 ≤ x) = 1 − e−θx ,whi
h makes S(X1) an unbiased estimator of τ(θ).Sin
e S(X1) is an unbiased estimator of τ(θ) and T is a su�
ient estimator of θ, then
Q∗ = E[S(X1)|T ] be
omes an UMVUE of τ(θ) by Rao-Bla
kwell's theorem. Hen
e,for an observed value t of T , the 
orresponding observed value q∗ of Q∗ is given as
q∗ = E[S(X1)|T = t] = P (X1 ≤ x|T = t).To 
al
ulate the expli
it expression for Q∗ in terms of X1, . . . , Xn, you may pro
eed as follows(or use another method, if you prefer).
) First show that V = X1/T is independent of T , and that the probability density fun
tionof V is given as,

fV (v) = (n − 1) (1 − v)n−2 for 0 < v < 1 ,and fV (v) = 0 elsewhere.Hint: From the two random variables X1 and X̃2 =
∑n

j=2 Xj, (T, V ) is obtained bytransformation of (X1, X̃2).SOLUTION:From the properties of X1, . . . , Xn it follows that X1 and X̃2 are independent and X̃2 ∼Gamma(n − 1, 1/θ). The joint pdf of X1 and X̃2 is then given as,
fX1X̃2

(x, y) = θe−θx θn−1yn−2

Γ(n − 1)
e−θy =

θnyn−2

Γ(n − 1)
e−θ(x+y) , for x > 0, y > 0 .The transformation (X1, X̃2) → (T, V ) is obtained by T = X1 + X̃2 and V = X1/(X1 +

X̃2). This leads to the following relation for the pdf of (T, V ),
fTV (t, v) = |J |fX1X̃2

(tv, t − tv) = t
θn(t − tv)n−2

Γ(n − 1)
e−θt , for t > 0, 0 < v < 1 ,



TMA4295 Statisti
al Inferen
e Page 3 of 7where the Ja
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al
ulated to be t. Rewriting this gives,
fTV (t, v) =

θntn−1

Γ(n)
e−θt · (n − 1)(1 − v)n−2 , for t > 0, 0 < v < 1 .The �rst fa
tor on the right hand side is re
ognized as the pdf of T , whi
h is a Gamma(n, 1/θ)variable. Sin
e the se
ond fa
tor does not depend on t, it follows that T and V are in-dependent random variables, and the pdf of V is given as,

fV (v) = (n − 1)(1 − v)n−2 , for 0 < v < 1 .d) Prove that,
P (X1 ≤ x|T = t) = P (V ≤

x

t
) .Then show that,

P (V ≤
x

t
) = 1 −

(

1 −
x

t

)n−1

, t > x ;

= 1 , t ≤ x .Finally, write down the expression for Q∗ in terms of X1, . . . , Xn.SOLUTION:Given that T = t, we may write
P (X1 ≤ x|T = t) = P (

X1

T
≤

x

t
|T = t) = P (V ≤

x

t
|T = t) = P (V ≤

x

t
) .The last equation follows sin
e V is independent of T .From the expression for fV (v) it follows that FV (v) = P (V ≤ v) = 1 − (1 − v)n−1 for

0 < v < 1 and FV (v) = P (V ≤ v) = 1 for v ≥ 1, whi
h leads to the desired formula
P (V ≤ x

t
) = 1 −

(

1 − x
t

)n−1 for t > x and P (V ≤ x
t
) = 1 for t ≤ x. The expression for

Q∗ is then found to be gives as,
Q∗ = 1 −

(

1 −
x

T

)n−1

= 1 −
(

1 −
x

∑n

i=1 Xi

)n−1 for n
∑

i=1

Xi > x ,and Q∗ = 1 for ∑n

i=1 Xi ≤ x.
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∑n

i=1 Xi/n.SOLUTION:By the invarian
e prin
iple for MLE, it follows that Q̂ = τ(Θ̂), where Θ̂ is the MLE of
θ. The log-likelihood fun
tion ℓ(θ|x) for θ is given as

ℓ(θ|x) = n ln θ − θ
n

∑

i=1

xiThe MLE θ̂ is found by solving the equation,
0 = ∂ℓ(θ|x)/∂θ =

n

θ
−

n
∑

i=1

xi ,whi
h gives the solution
θ̂ =

n
∑n

i=1 xi

.Hen
e,
Q̂ = 1 − exp(−nx/

n
∑

i=1

Xi) = 1 − exp(−x/X) .f) Verify that E[Q̂] > E[Q∗] by using Jensen's inequality, or any other suitable method.What 
an you say about the asymptoti
 behaviour of Q̂ relative to Q∗? (You mayassume that the requisite regularity 
onditions are satis�ed.)Jensen's inequality: If g(·) is a stri
tly 
onvex fun
tion on the value range of a non-
onstant random variable T ≥ 0, 0 < E[T ] < ∞, then E[g(T )] > g(E[T ]). (Note:
g(t) = 1 − exp(−nx/t) is a stri
tly 
onvex fun
tion on (0,∞).)SOLUTION:Invoking Jensen's inequality for the stri
tly 
onvex fun
tion g(t) = 1 − exp(−nx/t) andthe random variable T =

∑n

i=1 Xi, it follows that E[Q̂] = E[1 − exp(−nx/T )] > 1 −

exp(−nx/E[T ]). Now, E[T ] = nE[X1] = n/θ, whi
h gives E[Q̂] > 1− exp(−θx) = E[Q∗].From the asymptoti
 properties of the MLE, it follows that E[Q̂] → E[Q∗] and Var[Q̂] →Var[Q∗] as n → ∞, that is, Q̂ is asymptoti
ally unbiased and e�
ient.
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an be written as,
f(x|θ) = 1 , max(x1, . . . , xn) − 1 ≤ θ ≤ min(x1, . . . , xn) ;

= 0 , otherwise .Then prove that T (X) = (Y1, Yn), where Y1 = min(X1, . . . , Xn) and Yn = max(X1, . . . , Xn),is a minimal su�
ient statisti
 for θ.What is the MLE of θ?SOLUTION:Let f0(x|θ) denote the pdf of a Unif(θ, θ+1) variable. Then f0(x|θ) = 1 for θ ≤ x ≤ 1+θ,
f0(x|θ) = 0 otherwise. Hen
e, f(x|θ) = 1 for θ ≤ xi ≤ 1 + θ for every i = 1, . . . , n,and f(x|θ) = 0 otherwise. This gives that f(x|θ) = 1 for θ ≤ min(x1, . . . , xn) and
max(x1, . . . , xn) ≤ 1 + θ, and f(x|θ) = 0 otherwise. Summing up:

f(x|θ) = 1 , max(x1, . . . , xn) − 1 ≤ θ ≤ min(x1, . . . , xn) ;

= 0 , otherwise .To verify that T (X) = (Y1, Yn) is a minimal su�
ient statisti
, we shall verify that theratio f(x|θ)/f(y|θ) is 
onstant as a fun
tion of θ if and only if T (x) = T (y). It is seen that
f(x|θ) and f(y|θ) will both be positive if and only if min(x1, . . . , xn) = min(y1, . . . , yn)and max(x1, . . . , xn) = max(y1, . . . , yn). But then they are both equal to 1, so the ratiois 
onstant. Hen
e, T (X) = (Y1, Yn) is indeed a minimal su�
ient statisti
 for θ.The likelihood fun
tion for θ is given as L(θ|x) = f(x|θ) = 1 for max(x1, . . . , xn) − 1 ≤
θ ≤ min(x1, . . . , xn), and = 0 otherwise. Therefore, any θ̂ satisfyingmax(x1, . . . , xn)−1 ≤
θ̂ ≤ min(x1, . . . , xn) will serve as a maximum likelihood estimate of θ. Hen
e, any randomvariable Θ̂ satisfying the inequality

max(X1, . . . , Xn) − 1 ≤ Θ̂ ≤ min(X1, . . . , Xn)will be a MLE. One example 
ould be
Θ̂ =

1

2

(

min(X1, . . . , Xn) + max(X1, . . . , Xn) − 1
)

,and for this 
hoi
e it turns out that E[Θ̂] = θ.
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umulative distribution fun
tion (
df) FY1Yn
(y1, yn) of Y1 and Yn isgiven (partly) as follows,

FY1Yn
(y1, yn) = (yn − θ)n − (yn − y1)

n , θ ≤ y1 < yn ≤ 1 + θSOLUTION:The CDF of a Unif(θ, θ + 1) variable is given as
= 0 , x < θ

FX(x) = x − θ , θ ≤ x ≤ 1 + θ

= 1 , x > 1 + θ .For θ ≤ y1 < yn ≤ 1 + θ,
FY1Yn

(y1, yn) = P (Y1 ≤ y1, Yn ≤ yn) = P (Yn ≤ yn) − P (Y1 > y1, Yn ≤ yn)

= P (X1 ≤ yn, . . . , Xn ≤ yn) − P (y1 < X1 ≤ yn, . . . , y1 < Xn ≤ yn)

=
n

∏

i=1

P (Xi ≤ yn) −
n

∏

i=1

P (y1 < Xi ≤ yn)

= (yn − θ)n − (yn − y1)
n

The following hypothesis is to be tested:
H0 : θ = 0

H1 : θ > 0With a reje
tion region given as,
R = {x|y1 = min(x1, . . . , xn) ≥ k or yn = max(x1, . . . , xn) ≥ 1}for a suitable 
onstant k ≥ 0.
) Show that the power fun
tion β(θ) = Pθ(X ∈ R) for this test 
an be expressed as,

β(θ) = 1 − (1 − θ)n + (1 − k)n , θ ≤ k < 1 ,

= 1 , 0 ≤ k < θ .
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tion is,
β(θ) = P (Y1 ≥ k or Yn ≥ 1) = 1 − FY1Yn

(k, 1)

= 1 − (1 − θ)n + (1 − k)n .This holds for θ ≤ k < 1. Sin
e Y1 ≥ θ, it follows that for k < θ, the event Y1 ≥ k is the
ertain event, that is, P (Y1 ≥ k) = 1. But then also β(θ) = 1.d) Find values of n and k so that a size 0.10 test will have power at least 0.8 if θ ≥ 0.2.SOLUTION:A size 0.10 test requires that β(0) = 0.10. This leads to the equation (1 − k)n = 0.10.The requirement of power at least 0.8 if θ ≥ 0.2 leads to β(0.2) ≥ 0.8, that is 1 − (1 −
0.2)n + (1 − k)n = 1 − 0.8n + 0.10 ≥ 0.8. This leads to 0.8n ≤ 0.3. The smallest integersatisfying this inequality is n = 6. Hen
e, (1 − k)6 = 0.10, whi
h gives k = 0.32.


